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Abstract. Ambiguities, which are inherently present in natural languages 
represent a challenge of determining the actual identities of entities mentioned 
in a document (e.g., Paris can refer to a city in France but it can also refer to a 
small city in Texas, USA or to a 1984 film directed by Wim Wenders having 
title Paris, Texas). Disambiguation is a problem that can be successfully solved 
by entity resolution methods.  
This paper studies various methods for estimating relatedness between entities, 
used in collective entity resolution. We define a unified entity resolution 
approach, capable of using implicit as well as explicit relatedness for 
collectively identifying in-text entities. As a relatedness measure, we propose a 
method, which expresses relatedness using the heterogeneous relations of a 
domain ontology. We also experiment with other relatedness measures, such as 
using statistical learning of co-occurrences of two entities or using content 
similarity between them. Evaluation on real data shows that the new methods 
for relatedness estimation give good results. 

Keywords: Entity resolution, text mining, semantic annotation, ontology 
mapping 

1 Introduction 

Integration and sharing of data across different data sources is the basis for an 
intelligent and efficient access to multiple heterogeneous resources. Since a lot of 
knowledge is present in plain text rather than a more explicit format, an interesting 
subset of this challenge is integrating texts with structured and semi-structured 
resources, such as ontologies. This is especially interesting in the context of Open 
Linked Data, where the main motivation is to have cross-dataset mappings across as 
many datasets as possible. However, textual datasets have to be treated differently in 
some ways. This involves dealing with natural language ambiguities in names of 
entities. We formulate this as an entity resolution problem, where we are trying to 
choose the correct corresponding entities from the ontology for the entities mentioned 
in text.  

Our goal is to explore possible improvements of entity resolution quality by using 
ontologies in different ways along with statistical knowledge. To achieve this, we 
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experiment with using different kinds of available data that could help in improving 
in-text entity resolution quality. Since entities, which are related, tend to appear 
together in documents more often, we explore the possibilities of expressing 
relatedness in different ways, such as similarities of entities’ descriptions, the entity 
graph topology and entity co-occurrence information.  

For example, in the case when we have a document where there are two unknown 
entities referred to by the names "Elvis" and "Memphis". The first is a common 
personal name and the second one the name of several locations. We would like to 
use this relatedness information between those two entities to help in resolving 
“Elvis” as a well-known singer and “Memphis” as a city in Tennessee, where the 
identified singer lived. 

A long-term goal of this work is to improve the quality of in-text entity resolution 
using existing ontologies and mappings between them. In other words, we would like 
to be able to bootstrap existing knowledge with the intention of obtaining new 
knowledge. 

2 Related work 

Machine learning methods are successfully being used in text mining and analysis 
of documents [1]. Problems, analogous to entity resolution appear in many different 
areas. The theoretical foundations of entity resolution are defined in the theory of 
record linkage [2]. Related challenges can also be found in database integration [3,4], 
object identification [5], duplicate detection [6] and word sense disambiguation [7,8].   

When observing our problem statement from a natural language processing 
perspective, we can describe our approach as disambiguation using background 
knowledge, which is a pattern, often found in literature [10,11,12]. For the purposes 
of this paper we use the ontology as background knowledge represented as a graph of 
entities, identified with URIs, described with attributes and interconnected with 
different relationships. Such models can be easily constructed from RDF data [13], 
which is general enough to describe other domains, such as entity-relational and class 
models [14]. We also require that we are aware of possible phrases that represent 
possible labels1 of entities. As we will show in subsequent sections, we can also 
benefit from having descriptions2 of entities, which can be used beneficially for entity 
resolution via vector space model similarity [11,15,16,17]. 

There also exist methods which use relational information for disambiguation, 
[18], which estimates relevance with a PageRank score over candidate meanings. A 
collective approach using Markov logic is shown in [19]. Since different relation 
types have different meaning, [20] suggests an adaptive method of determining 
relational significance.  

When solving the entity resolution problem, the usual approach involves 
performing graph clustering over the entity graph using a certain similarity criterion 

                                                           
1 http://www.w3.org/2000/01/rdf-schema#label 
2 http://www.w3.org/2000/01/rdf-schema#comment 
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[9].  In context of relational data, it is a combination of attribute similarity and 
relational similarity. However, such approaches are more often found in structured 
data, whereas our approach attempts to use these techniques on linking unstructured 
text with semi-structured data. Also, when using ontologies as a sense inventory, 
relationships between entities are heterogeneous. The proposed novel method for 
determining relatedness in collective entity resolution is based on using relational 
entity resolution. A distinction in entity resolution approaches can be made in regard 
to the entity resolution independence assumptions: 

• Pair-wise resolution - decisions are being done independently for each mention of 
an entity in the document 

• Collective resolution - decisions do not assume independence of resolution 
decisions, enabling us to use relatedness data in the subsequent decisions. 

Since collective entity resolution can take relatedness between entities into account, 
we experiment with the following definitions of relatedness: 

• Content similarity as a relatedness measure can be used in situations where only 
available data is in form of attributes and textual descriptions and no explicit 
relationships between entities, as shown in [22]. 

• Entity co-occurrences as a relatedness measure are useful in situations where 
we can obtain a corpus of documents, annotated with resolved in-text entities, 
which can be used as a training set for a supervised approach to entity resolution. 
In general, co-occurrences are a common source of training data for information 
retrieval problems, analogous to entity resolution. Use cases that apply this 
technique can be found in [23], who uses it for protein identification and [24], who 
successfully resolves geographical locations. Utilization of entity co-occurrences 
for identifying synonyms in a unsupervised approach, which is analogous to entity 
resolution, can be seen in [25]. Co-occurrences have also been used to construct a 
generative model [8] for entity resolution.  

• Explicit relationships as a relatedness measure: relationships between entities 
are the most explicit form of relatedness. However, not all relationships have the 
same significance. This paper proposes one such possible approach to 
heterogeneous relational entity resolution which bases relational significance on 
the frequency of the relation appearing in the ontology with regard to entity types. 
This measure was suggested in [21] as one of the suggested methods of 
determining a minimal informative subgraph of a graph. Since this problem as well 
as multi-relational entity resolution both use the notion of relational significance, 
this paper will explore the possibilities of using this measure as a means of 
quantifying relatedness between entities. 



4 Tadej Štajner, Dunja Mladenić 

3 Entity resolution from text 

3.1 Treating disambiguation as entity resolution 

For representing the text as a collection of entities, the necessary first step is to 
identify potential entities in the text. However, since the entity resolution algorithm 
can benefit from better information on the in-text entity, we added a named entity 
extraction step. For this purpose we used the Stanford Named Entity Recognizer [26]. 
Before using our background knowledge base, we can still perform a part of co-
reference resolution with the identified entities, such as canonicalization, partial name 
consolidation and acronym consolidation. Simple de-duplication of extracted entities 
also helps to reduce the search space when performing collective entity resolution. 
Once we have a basic understanding of which distinct entities we are trying to 
resolve, we can search our ontology for possible candidates that could match the 
named entities. We then perform a series of decisions, where entities from the 
document are matched with the most relevant ontology entity based on some 
relevance criteria. This is then repeated as long as there are unmatched entities in the 
documents or none of the remaining candidates fulfill the minimum criteria for 
matching.  

3.2 Pair-wise entity matching 

When matching an entity from the document to a candidate entity, we employ 
some heuristics to evaluate the confidence of their match. One such heuristic is 
description similarity. Note that since this scenario has no a priori matches of 
document entities with ontology entities, we have no use for relational information. 

When a single entity has multiple documents, as shown in example in Fig.2, our 
task is to evaluate each candidate and finally match the document entity with the top 
candidate. Description similarity is defined as the cosine similarity of TF-IDF vectors 
of descriptions that represent the given entities. Since one of the entities is a document 
entity, its descriptions is the document text itself. We then resolve each entity in the 
document to its most similar candidate among the candidates from the ontology.  

3.3 Collective resolution with relatedness 

While leaving behind assumptions of independence, we can then benefit from using 
information on relatedness between entities. Collective candidate selection is 
performed with the following sequence of steps, adapted from the relational clustering 
algorithm [9] and adapted from the general dataset reconciliation domain to a text-
ontology alignment scenario. 

 

 Required: document entities, candidate entities; 
 Initialize priority queue q, list selected_matches; 
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 For each potential pair between document entity f and candidate entity e: 
  Insert (pairwise_relevance(f,e), f, e) into q; 
 While q is not empty: 
  Pop (relevancef,e, f, e) from q; 
   Add (relevancef,e, f, e) to selected_matches;   
  For each entry in q containing f: 
   Remove entry from q; 
 For each entry in q,: 
  Update collective_relevance(eentry, fentry, selected_matches); 
 Return selected_matches 

Fig. 1. Collective in-text entity resolution algorithm 

Fig. 1 describes the adapted entity resolution algorithm. The high-level operation is 
the same for all of the described approaches.   
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Fig. 2. Collective relevance estimate as a combination of pair-wise and relational similarity 

The three approaches differ only in the calculation details of the relatedness estimate, 
which is used in collective relevance calculation, as seen in Fig. 2. The following 
chapters will describe the respective relatedness estimation approaches. 

3.3.1 Using semantic relations from the ontology 

Fig. 3. Using different semantic relations as a relatedness measure 

In Fig. 3, the blue nodes (Elvis and Memphis on the left) represent the document 
entities, whereas all the other nodes (colored pink) represent entities from the 
ontology. In this case, the relatedness between the entities is expressed explicitly in 
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the form of RDF statements in the background knowledge - as shown in Figure 3. 
Consider the case where the subject »Elvis Presley in relation »Hometown« (as his 
»origin«) to the subject »Memphis, Tennessee«. For use in our resolution model, we 
interpret relations as links with a specified weight. If the relations in the ontology are 
only of a single type, they can all be treated equivalently. However, when dealing 
with heterogeneous ontologies, as is often the case, one has to estimate the importance 
of each link. For instance, if the ontology contained the RDF statement <Elvis 

Presley, type, Person>, this would not be too useful, since it would likely encompass 
every entity called "Elvis" since they are mostly of the type »Person«. On the other 
hand, the relation <x, Hometown, Memphis_Tennessee> is a strong indicator, because 
it covers a much smaller set of entities. This property is defined as selectivity, and its 
value can be used as a weighting of links in the graph. Determining the selectivity of 
the links is a problem, similar to finding the most informative subgraph in a given 
semantic graph, described in [21]. The authors wanted to find the smallest subgraph, 
which would be sufficiently informative. For the purposes of determining subsets of 
the links they have developed a few metric to estimate the selectivity. One of the 
proposed metrics, which is also suitable for our domain, is Instance Participation 
Selectivity, which stipulates that the selectivity of the assertion <s, p, o> is inversely 
proportional the number of statements RDF which correspond to the <type (s), p, type 

(o) > where the predicate “type(x)” is defined as the relation of rdf:type of the entity. 
Let π(type(s),p,type(o)) be the set of all statements in the domain ontology, where 
type of subject is type(s), the predicate is p and type of object is type(o).  

+,��-, ., /� =
1

|12�3.��-�, ., �3.��/�4|
 

To balance the estimate values for our use case, this paper modifies the equation 
slightly to: 

+,�
	5�-, ., /� =
1

log �1 + 912�3.��-�, ., �3.��/�49�
 

The consequence is that the link type <Person, Origin, Area> is less selective than 
<Person, Origin, City>, which is also what we want to model. This approach 
therefore enables us to quantify the relatedness of a pair of entities based on ontology 
data. The direct relatedness score is then calculated as: 

���������--:
����2�
 , �;4 =  
� +,���
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However, when considering actual relatedness, we also take into account not only 
direct relations, but also indirect ones – the relations to entities that are in the common 
neighborhood. We define this as: 

FG���� =  $�; ���������--:
������, ��  ≠ 0* 

FG�2�
 , �;4 =  FG���
� ∪ FG���;�  

We define indirect relatedness as an average of paths between both entities: 
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We compute the final semantic relatedness score as a linear combination of direct and 
indirect relatedness: 

���������--	I�	
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3.3.2 Using content similarity 

Fig. 4. Using content similarity as a relatedness measure (the green dotted lines represent 
selected entities) 

In some situations, we do not have explicit relations between entities. If the entities 
have descriptive attributes, we use them to estimate relatedness with comparing their 
content similarity, as illustrated in Fig. 24. One advantage of such approach is that we 
do not require any more data than with pair-wise resolution, which adds to the 
flexibility of this method. This approach was first explored in [22] and is formulated 
as: 
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3.3.3 Using co-occurrences 

Fig. 5. Using mutual information form entity co-occurrences as relatedness 

We can also represent relatedness between entities as co-occurrences, as shown in 
Fig. 3.Data on the co-occurrences of two events are successfully used in information 
retrieval problems such as cross-language information retrieval [29] and determining 
the importance of words [30,31], which is a problem related to entity resolution. 
Intuition for the use of the co-occurrences is, the more often that the two events occur 
together more frequently than by chance, the more likely is that they are related. This 
principle was also demonstrated in [11] with a collective generative model. In our 
domain, we can model relatedness with point-wise mutual information [32] of two 
entities occurring in the same document. 
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Since this procedure requires supervised statistical learning, its output quality depends 
on the quality and coverage of the training corpus.  

3.4 Combining methods 

Since each relevance estimation method produces its own relevance score, it would 
make sense to have means of combining them. This can be done with expressing the 
relatedness function as a linear combination of all relatedness estimation functions. 
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Fig. 6. Combining relatedness estimations 

The lambda parameters in Fig. 6. are experimentally obtained using a hill-climbing 
approach by maximizing the average F0.2 score for the test set. 
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4 Data 

Our assumption is that the ontology consists of knowledge database that contains 
enough data to be able to perform the following tasks. First, it should be able to refer 
to each entity with multiple aliases to facilitate candidate retrieval., Second, it should 
be able to provide enough additional entity features, which we can use to compare 
those entities to each other and to article anchors that we attempt to link to. Following 
these requirements, we chose to use a part of DBpedia, as described in [34] for the 
facts that it provides both description and attribute data from Wikipedia, as well as 
references to other ontologies that describe other aspects of the same real-world 
objects. For the purpose of having rich heterogeneous relational data, we also used the 
Yago ontology, defined [35], which maps Wikipedia concepts to corresponding 
WordNet classes. Since a direct mapping from Yago to DBpedia exists, merging the 
two together is trivial. However, both ontologies are much broader than what our 
approach requires – we currently only use information on aliases, textual descriptions, 
rdf:type attributes and Yago categories of entities. 

5 Evaluation 

5.1 Methodology 

For determining the quality of the methods we have used precision and recall, 
measured at a certain level of confidence in the suggested entities for a given article. 
We then compared the suggested entities for those articles with manually identified 
entities of those articles.  

Precision and recall are balanced with a relevance score threshold, selecting only 
those entities whose relevance score is above this threshold. This serves as a useful 
balancing tool, since in many examples the entity cannot be correctly resolved 
because they do not even exist in the domain ontology. In those cases, even the best 
candidate has a relatively low score. 

We report the final results the value of Fα, which is the weighted harmonic average 
of precision and recall. Namely, in some applications we want to rate precision higher 
than recall, as false positives are much less desired than false negatives. Therefore, we 
provide results for two α values, one with equally weighted precision and recall  (α=1) 
and one that weights precision higher than recall (α=0.2).  

We perform evaluation using the New York Times article corpus [33], using 39953 
articles from January 2007 to April 2007 as training data for construction of TF/IDF 
weighted vectors. The articles were then processed with an implementation of the 
described algorithm. For evaluating the performance of different approaches we 
manually selected and evaluated 945 entity resolution decisions from 79 articles as 
either correct or incorrect. Those articles were then used as a test set on which we 
based our quality estimation. Since the methods of pair-wise content comparison, 
collective content comparison and collective relational comparison are unsupervised, 
they do not require any pre-labeled articles as training data. On the other hand, using 
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co-occurrences as a relatedness measure requires training data for statistical learning. 
For this purpose, we take the remainder of the articles that we did not use as a test set 
and process them with the collective relational comparison method. Since we wish to 
maximize the training data quality with our best effort, we use only entities whose 
relevance estimate is above a certain threshold. We used the same threshold which 
gives us 95% precision and 45% recall on our test data. The collective relational 
comparison is used because it gives the highest quality output for this purpose. We 
experimentally determined the parameters for the methods to maximize the F0.2. These 
values depend on a specific ontology and text corpus, so they are not necessarily 
universally applicable. 

5.2  Results 

Method Relatedness  max F1.0 max F0.2 

Pair-wise  0.749 0.772 
Collective Content similarity 0.750 0.789 
Collective Co-occurrences 0.721 0.747 
Collective Relations 0.728 0.789 
Collective Combined 0.741 0.799 

Table 1. F-scores of respective methods 

Results show that additional information does indeed show improvement in F0.2, as 
can be seen in Table 1. However, on higher recall (on values over 0.55), collective 
methods show a tendency for having performance barely similar to the baseline 
method of pair-wise resolution. This is evident in relatively low F1.0 scores. The 
reason for this behavior is that because collective resolution depends on earlier 
decisions when deciding on an entity candidate, it is sensitive to the case of 
misjudging an early decision within a document. However, this high precision at low 
recall comes at the expense of precision at high recall. In that case, it is merely 
comparable to that of the baseline method of pair-wise entity resolution. This is also 
the cause of the small differences we see in the F1.0 score. 

 
Method Relatedness  Precision at max F0.2 Recall at max F0.2 
Pair-wise  0.784 0.717 
Collective Content similarity 0.836 0.616 
Collective Co-occurrences 0.818 0.522 
Collective  Relations 0.868 0.541 
Collective Combined 0.882 0.543 

Table 2. Precision and recall at max F0.2 

Further observations in Table 2. confirm that while precision successfully increases 
for the max F0.2 scenario, there is something to be desired regarding recall at that 
point.  
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Fig. 7. Comparison of entity resolution quality of different relatedness heuristics 

Fig. 7 shows that additional precision can in fact be obtained by performing 
relational entity resolution and this even applies to scenarios where we do not have 
homogenous relations between entities. 

 
Method Relatedness  Recall at 80% prec. Recall at 90% prec. 
Pair-wise  0.51 / 
Collective Content similarity 0.66 0.28 
Collective Co-occurrences 0.55 / 
Collective Relations 0.61 0.27 
Collective Combined 0.65 0.48 

Table 3. Recall at two levels of high precision: 80% and 90% precision. 

As is confirmed in Table 3., all collective methods have an advantage over the 
baseline when looking at recall at 90% precision. Here we can also demonstrate 
improvement with combining all of the aforementioned methods, which yields the 
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best overall result. We can also state that we have reached our goal of operating with 
higher precision, which would not be possible at all with simple pair-wise resolution.  

When observing all the collective methods that we discuss in this paper, the best 
performing ones were collective resolution with content similarity and collective 
resolution with relational weighing. However, we are not able to confidently prove 
whether any of them is significantly better than the other. On the other hand, both 
outperformed the statistical learning method of counting entity co-occurrences. The 
cause of the lower performance of collective resolution with co-occurrences as 
relatedness is most likely the choice of the training set. Since it was not feasible to 
manually construct a training set of sufficient size, we decide to automatically 
construct a training corpus with the best performing method without using prior co-
occurrences. For this purpose, we used collective resolution with combined multi-
relational and content similarity. We selected only those entities, whose estimate was 
greater than the threshold that yielded 48% recall at 90% precision on the test set. The 
resulting performance is between the baseline and the performance of the training set 
for the greater part of the curve. This method of collective resolution with co-
occurrences also exhibits a significant drop in precision at higher recall values. 
However, we can still conclude that even this method performs favorably to the 
baseline at higher thresholds. The best performance is obtained with collective 
combined method that is outperforming the other tested methods in the part with high 
precision and high recall. In the best performing range of recall between 0.3 and 0.5 
this combined method is the only one that achieves precision over 0.9.  

One of the causes for this sort of behavior is that some documents tend to discuss 
unrelated entities. Furthermore, in longer texts, the entities, mentioned at the 
beginning of the document are not necessarily related to the ones on the other parts of 
the document, which suggests that we should experiment with taking the document 
paragraph structure into account. 

6 Conclusion 

This paper proposes a framework for collective resolution of in-text entities on the 
basis of different notions of relatedness. As examples for this, we used three different 
relatedness estimation methods, each appropriate for a particular type of background 
knowledge. Among these methods we present and evaluate a novel method for 
determining relatedness based on commonness of ontological relations between two 
entity types and compare it to a supervised co-occurrence based approach and an 
approach using content similarity as relatedness. We confirm the previous related 
research that using collective resolution improves resolution precision and 
demonstrate this on various relatedness measures. Further improvement could be 
obtained by the use of machine learning on other segments of the problem, such as a 
means of determining the importance of relations rather than calculating their 
selectivity. A possible application in also in determining the significance of individual 
relevance estimates in the last step of calculation the total assessment.  
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The proposed solution capable of entity resolution from text is an important part of 
the knowledge extraction. The next level of this scenario would in addition to in-text 
entities, also identify the relations that occur between them. These newly identified 
relations between entities can be a basis for constructing new RDF statements, further 
building our ontology, thus closing the loop where we can use existing knowledge to 
obtain even more knowledge. This process brings new challenges, particularly in the 
field of selection of the appropriate statements on the basis of suitability for including 
them in the ontology, as discussed in [36]. Using this technology can also be useful 
for other purposes. Semantically expressed entities enable integration and 
interoperability with external data sources [37]. Also, visualization of the contents of 
the text in the format as described in [38] is also a use case for entity resolution. 

 On the other hand, our paper barely touches the possibilities that could be 
employed by using globally identified data approaches, opening way for better data 
integration, visualization and using annotated documents to enable semantic search. 
We expect that the proposed semantic article enrichment method to yield even more 
improvement on tasks that depend on the added semantic information, such as 
document summarization, triple extraction and recommendation systems. What all of 
those use cases have in common is dependence on a high quality output of the entity 
resolution phase. 
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